**НЕЙРОННІ МЕРЕЖІ В КОМП'ЮТЕРНОМУ МОНІТОРИНГУ**

*Академічна характеристика дисципліни*

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Рік вивчення (курс) | Семестр | Кількість кредитівECTS | Кількість годин | Кількість годин на тиждень | Форма підсумкового контролю | Система оцінювання |
| *Всього* | *Лекції* | *Лабораторні* | *Практичні* | *Семінарські* | *Самостійна робота* |
| 3 | VI | 10 | 300 | 52 |  | 46 |  | 202 | 3 | Іспит | 100-бальна, ECTS,національна (4-бальна) |

*Тип дисципліни –* нормативна.

*Викладач* – Немченко Вадим Вячеславович, кандидат технічних наук, старший викладач.

*Мова вивчення* – українська.

*Форми організації освітнього процесу* – лекції, лабораторні роботи, самостійна робота.

**Заплановані результати навчання:** У результаті вивчення дисципліни студент повинен знати:

* класифікацію нейронних мереж;
* моделі біологічних нейронних мереж;
* моделі штучних нейронних мереж;
* методи навчання нейронних мереж;
* способи застосування моделей нейронних мереж для обробки інформації та розпізнавання образів;
* способи застосування нейронних мереж для обробки інформації та розпізнавання образів.

**Компетентності студента:**

* вміння ставити завдання і розробляти алгоритми їх рішення для здійснення програмних реалізацій нейронних мереж з метою обробки статичних і відео зображень;
* застосування різніх моделей нейронних мереж при вирішенні задач обробки інформації;
* розробка програмних реалізацій нейронних мереж з метою обробки статичних і відео зображень;
* використання практичних навичок нейромережевої обробки великих обсягів просторово-часових даних.

**Змістові модулі (перелік тем):**

**Змістовий модуль 1. Основні принципи роботи нейронних мереж**

Тема 1. Моделювання нейронних мереж та їхні основні властивості

Тема 2. Навчання з вчителем. Розпізнавання зображень

Тема 3. Ітераційні методи навчання нейромереж

Тема 4. Оптимізація архітектури мережі

Тема 5. Стохастичні методи.

Тема 6. Навчання без вчителя. Стиснення інформації.

Тема 7. Змагання нейронів: кластеризація та квантування.

Тема 8. Мережі зустрічного поширення.

Тема 9. Нейромережі із зворотніми зв’язками.
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